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Abstract

Given a set of reviews of products or merchants from
a wide range of authors and several reviews websites,
how can we measure the true quality of the product or
merchant? How do we remove the bias of individual au-
thors or sources? How do we compare reviews obtained
from different websites, where ratings may be on differ-
ent scales (1-5 stars, A/B/C, etc.)? How do we filter out
unreliable reviews to use only the ones with “star qual-
ity”? Taking into account these considerations, we an-
alyze data sets from a variety of different reviews sites
(the first paper, to our knowledge, to do this). These data
sets include 8 million product reviews and 1.5 million
merchant reviews. We explore statistic- and heuristic-
based models for estimating the true quality of a prod-
uct or merchant, and compare the performance of these
estimators on the task of ranking pairs of objects. We
also apply the same models to the task of using Netflix
ratings data to rank pairs of movies, and discover that
the performance of the different models is surprisingly
similar on this data set.

1. Introduction

The perceived value of reviews on the Web is uncontested:
consumer surveys show that people cite product reviews
as a top influencer in purchase decisions. According to
Nielsen, consumer recommendations are the most credi-
ble form of advertising among 78% of survey responders
(Survey 2007); and a BlIGresearch survey indicates that
43.7% of consumer electronics purchases are affected by
word of mouth (BIGresearch 2009). Additionally, retail-
ers see 15 — 100% greater conversion rates and decreases
in product returns for items with reviews (PowerReviews ;
BazaarVoice ). On the other hand, a recent article in the
Wall Street Journal publicized that the average rating for top
review sites is an astoundingly positive 4.3 out of 5 stars
(Fowler and Avila 2009). Given the important influence of
reviews, we might then ask, how accurate are user review
ratings on the Web? More particularly, is it possible to ex-
tract an aggregate signal from a collection of reviews that
accurately reflects the relative quality of the objects under
review?
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Figure 1: The list of merchants for a particular product in
Google Product Search, ordered by average rating. Apple,
a widely-used seller, appears toward the bottom of the list,
weakened by the aggregates. (Note that the default sorting
uses a different heuristic.)

The de facto aggregate review score used by almost all
Web properties is the average rating per item. However, as
shown by Hu et al. (Hu, Pavlou, and Zhang 2006), this is not
always the best way of measuring the true quality of a prod-
uct or merchant. For instance, we see in Figure 1 that for a
Macbook computer, Apple is one of the lower-ranking mer-
chants. Since Apple very often ships directly to the user, the
lower rank would seem surprising. Does this suggest that
average review is a poor reflection of an item’s true qual-
ity? A few Web properties use “secret sauce” to calculate
proprietary composite rating scores or item rankings from
a collection of reviews, like alaTest and raveable.com. Do
such approaches yield better results?

There are many other issues that arise in aggregating re-
views data across sources and authors. Different sources
have different rating scales (1-5 stars, 0-10 stars, etc.) or rat-
ing distributions (almost all positive, mostly “complaints”,
etc.) Authors may vary not only in their opinions of prod-



ucts, but in their biases, which may cloud the signal. Fur-
thermore, reviews may be plagiarized, otherwise faked, or
irrelevant (reviewing a brand instead of a product, or a prod-
uct instead of a merchant) (Danescu-Niculescu-Mizil et al.
2009).

Our goal in this work is to address some of these issues
and compare the performance of average rating against more
sophisticated techniques for determining a composite qual-
ity score. Specifically, we detail several algorithms for gen-
erating composite scores. We then use the scores to rank
reviewed objects and compare the performance of the differ-
ent algorithms against a test set of ranked pairs.

We study three different data sets: product reviews and
merchant reviews from Google Product Search, and Netflix
movie ratings. The merchant and product review data sets
are compiled from hundreds of third party review collec-
tions, including Epinions, Amazon and CNET for product
reviews and Resellerratings and Shopzilla for merchant re-
views. As aresult of the issues associated with aggregating a
wide range of sources, we initially hypothesized that average
rating over aggregated reviews, even with re-scaling, would
be a relatively poor predictor for ranking reviewed items. To
our surprise, the average proved to be equally accurate as
more sophisticated composite scores.

2. Related Work

There has been a wide range of work on consumer reviews,
from that studying the motivations of consumer behavior in
terms of both purchasing and reviewing, to mining product
features and predicting scores.

Reviews of products can have a large impact on how well
a product sells. One study (Chevalier and Mayzlin 2006)
showed that there exists a causal relationship from book re-
views to purchasing behavior. Another (Archak, Ghose, and
Ipeirotis 2007) further examined the relationship between
product features in reviews and sales. However, there are
a number of biases reviewers tend to display. Wu and Hu-
berman found that viewing existing reviews caused subse-
quent reviews written to become increasingly polarized (Wu
and Huberman 2008). This may be explained, as (Talwar,
Jurca, and Faltings 2007) suggested, by users having an “ex-
pectation” for a product based on prior reviews— and their
rating is then impacted based on whether or not the product
(in this case, a hotel room) met expectations. On the other
hand, authors (Gilbert and Karahalios 2010) showed that in
many cases reviewers simply echo previous reviews without
adding anything new, and report interviews with reviewers
on the motivations for doing so.

Our problem lies in developing a good relative measure of
aproduct’s “true quality” based on user ratings. (Hu, Pavlou,
and Zhang 2006) suggest the average review score becomes
an unreliable indicator of a product’s “true quality”. How-
ever, a better composite measure for a product’s true quality
yet to be determined. We therefore explore the possibility
that some reviews are more “reliable” than others in terms
of their ratings. Duplicate reviews (David and Pinch 2006)
and opinion spam (Jindal and Liu 2008) are common, the
latter study showing that it is difficult to identify untruth-
ful reviews (plagiarism or deliberately misleading), but two
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other types can be detected using typical classification tech-
niques: reviews that are irrelevant because they review the
brand (not the product), and non-reviews. Authors found
spam was more frequent among low-selling products, in re-
views which deviate significantly from the average rating for
a product, and from people who write multiple negative re-
views on one brand.

Many reviews sites also allow users to label reviews as
“helpful”, which has a disproportionate impact on purchase
decisions (Chen, Dhanasobhon, and Smith 2008). While the
problem of finding helpful reviews (finding individual re-
views that help a user make a buying decision) is only tan-
gentially related to our problem (deducing true quality of
products), it lends insight in how one may want to assess a
reviewer’s reliability.

Even helpfulness votes, however, have user bias. Au-
thors of one study (Otterbacher 2009) analyze a set of re-
views and note a number of biases and preferential behav-
ior in terms of helpfulness scores. Another study (Danescu-
Niculescu-Mizil et al. 2009) analyzed a set of reviews from
Amazon.com, along with their “helpfulness” scores, as rated
by users. Some domains (amazon.us and amazon.de) were
more “controversial” in reviews than others (amazon.uk,
amazon.jp). Furthermore, helpfulness scores seemed to de-
pend on the variance of the reviews for a product: for highly
controversial products, reviews at the extremes were most
helpful.

There have been several studies to automatically assess
helpfulness or usefulness of individual reviews. RevRank
(Tsur and Rappoport 2009) uses feature selection techniques
to construct a “virtual core review” to represent the review
space to find a set of the most helpful reviews. Other mod-
els that have been used to classify review helpfulness or
to identify product features in reviews include (Ghose and
Ipeirotis 2007; Hu and Liu 2004; Kim et al. 2006; Liu, Hu,
and Cheng 2005; Liu et al. 2007; Zhang and Tran 2008;
Zhang and Varadarajan 2006).

Before proceeding, it is important to distinguish between
our problem of finding an overall composite ranking, and the
similar problem of finding a ranking for an individual user
(personalization). While the problem of aggregating ratings
to obtain a composite ranking may seem like it would be an
easier problem than that of personalization, in some ways
it presents its own challenges. Personalization (e.g. rec-
ommender systems, such as that in the Netflix Prize (Ben-
nett, Lanning, and Netflix 2007)) relies heavily on user data
and comparisons between users, while finding an aggregate
“one size fits all” ranking should still be reliable for users
that are outliers or have no data available. Moreover, in the
case of personalization, performance is directly observable:
each user can agree or disagree with their recommendations;
while in ranking such a subjective domain there is no ground
truth.

Given that personalization may be a more well-defined
problem, one might ask why one would want to obtain an
overall ranking. There are several reasons: First, rich user
data is not available for many users. Second, even if the
data is available, individual preference may not be relevant
under some circumstances. In a way, finding the aggregate
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Figure 2: Distribution of ratings in the different data sets, segmented by prolificity of authors.
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Figure 3: Histogram of the average review score for differ-
ent objects (segmented based on the number of reviews an
object receives), for (a) product reviews, and (b) merchant
reviews. In both data sets, while highly-reviewed prod-
ucts/merchants have an average of around 4.5, those with
very few reviews tend to have average scores of 1 or 5.

ranking lends more insight into the reviewed object itself,
while personalization also factors in the individual user.

3. Data Description

We have three data sets we will use: product reviews, mer-
chant reviews, and Netflix movie ratings. Each review has
an author (an Epinions.com user, for example), an object
(product, merchant, movie), and a rating (1-5 stars). Product
and merchant reviews, aggregated from a crawl of several re-
views sites, also include the source. Product reviews consist
of books, consumer electronics, and other retail items; and
merchant reviews consist of users rating experiences with
different merchants (similar to rating an Ebay transaction).
Both types of reviews are between 1 and 5 stars (normalized
according to different scales). Netflix is a narrower space
of reviews: it consists of users rating movies from 1-5 stars.
Though this data does not have multiple sources, many of
the same methods used to rank products and merchants will
still hold for Netflix movies.

There are many subtleties that arise in aggregating data
from multiple sources. Each reviews site has its own bent:
there may be sites focused largely on complaints (such as
those meant to call out scams in merchants), which may
translate into a high prior for a review being negative. On a
finer scale, the sites may have different foci on each review—
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Figure 4: Histogram of the average review score from dif-
ferent sources, for (a) product reviews, and (b) merchant re-
views. Notice in (b) that while most sites have an average
of a little over 4, there are a few sites with a much lower
average of around 2.75.

some merchant sites may ask for an overall merchant ex-
perience while others elicit per-transaction reviews. Some
product sites may focus on certain product verticals, such
as video games or movies. Furthermore, many review sites
are retail sites, and can enforce some power over reviews,
whether by following up with users or by removing inaccu-
rate reviews at the request of a merchant. (In these cases,
merchants who do not keep a close eye on their reviews may
have relatively lower ratings.)

Aside from source biases, the data points themselves may
be noisy. Different sites have different rating scales— some
are 1-10, some are 0-5, and some even have only posi-
tive/negative labels. Furthermore, some sites simply have a
larger number of reviews, which may mean more consistent
data, and/or more opportunity for less reliable reviews.

To illustrate some of the inherent biases to confront in
aggregating data, we next describe some empirical behavior
of the data.

3.1 Product reviews

The product reviews data set, gathered from 230 sources,
consists of over 8 million ratings, of 560,000 products, re-
viewed by 3.8 million authors. The distribution of all ratings
given is shown in Figure 2(a). A overwhelming majority of
ratings are positive. Bars are segmented based on the num-
ber of reviews an author has given. For instance, a majority



of the 5s awarded are by authors who have only given one
review.

Examining authors giving a single review, we see that ap-
proximately 37% of 5s are given by these authors, but only
25% of 4s are. Likewise, this set of single-review authors
appears to give disproportionately more 1’s. This makes in-
tuitive sense— one explanation may be that fake reviews are
likely to be anonymous to escape blocking (although testing
this hypothesis is outside the scope of this paper).

However, there does not seem to be a significant corre-
lation between the number of reviews received for a prod-
uct and its rating— a product with a single review is equally
likely to receive a five-star rating as a product with 100 re-
views. This is surprising, considering that in Jindal and
Liu (Jindal and Liu 2008) single-review products were often
found to be spam (where spam also tends to have extreme
ratings). As shown in Figure 3(a), most products have an
average review of around 4.25.

Further calculations suggest there is less variance within
an author rating different products than within a single prod-
uct’s reviews. This is unsurprising: we would expect a prod-
uct’s reviews to cover a variety of opinions, while an author
is likely to have the same “bias” around products they rate.
More prolific authors tend to have wider variance.

What is more surprising is that within a single source
there is also little variance. As indicated in Figure 4, how-
ever, there is a great deal of variance between sources, with
some having an average as low as 1.5 and others having an
average as high as 5! This vastly different rating behavior
between sites suggests we should pay attention to the source
of a review when determining its quality or bias.

3.2 Merchant reviews

The merchant reviews data set is smaller, with 1.5 million
ratings for 17,000 merchants. There are 1.1 million authors,
from 19 sources.

The distribution of ratings is shown in Figure 2(b). The
dominating number of 5’s is even more prevalent here. As
in product ratings, most ratings come from less active au-
thors. As we saw with product reviews data, if an author has
written a single review, then the author is disproportionately
more likely to have given a 5. Also, as with product reviews,
the sources vary widely in terms of rating behavior (see Fig-
ure 4(b))- for example, ReviewCentre.com has an average
rating of about 2.9 while Pricegrabber.com has an average
rating of around 4.5.

Looking more closely we see some different effects than
what we saw in product reviews. Reviews given to a mer-
chant may have a high variance, more so than for products.
While a disproportionate number of merchants with a single
review receive either a 1 or a 5 (as in product data), the av-
erage review for any given merchant hovers at around 4.5.
Authors of merchant reviews had, overall, a higher average
and a higher variance than authors of product reviews (that
is, an author is more likely to use the full scale of 1-5 stars
when rating merchants than s/he is when rating products), as
suggested by Figure 3(b).
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3.3 Netflix ratings

The Netflix data does not contain multiple sources as the
previous two data sets did, but had a larger number of rat-
ings. It consists of around 100 million user ratings (on a
scale of 1-5), for 17,770 movies, by 480,189 authors. The
data provided for the Netflix Prize was primarily sampled
from users with many ratings. As shown in Figure 2(c), the
mode of ratings is at 4, not 5 as in our other data sets. (How-
ever, among authors the few authors with a single rating,
5 is the mode.) We observe more correlation between the
number of reviews for a movie and its average rating: the
movies that had more ratings tended to have more positive
ratings. For example, movies with over 100,000 ratings had
63% positive (4 or 5), while movies with 101-1,000 ratings
had only 42% positive. This effect was not as strongly ob-
served in the other reviews data.

Now that we have provided a brief overview of the data,
we will describe our objective in using the data and how we
intend to evaluate solutions.

4. Problem Statement

Formally, given a set of ratings R where each rating r(0;, a;)
is a numeric value representing author a;’s opinion of object
o0;, our overall goal is to correctly rank each object 0;’s “true
quality” g¢;, relative the other objects. A challenge to ranking
is that this “true quality” is unobservable (if such a thing is
even definable in such a subjective space), so we will later
propose a framework for evaluation.

Each of our models will provide an estimate ¢; of the
quality of each object o;, and then rank the objects in or-
der according to that estimated “score”. For example, for
our baseline method estimates the quality score ¢; as the av-
erage rating given by all reviewers, objects with the highest
average rating will appear at the top of a ranked list. We will
next detail some proposed models for estimating ¢; in order
to perform the task of ranking objects.

S. Proposed Models

Our proposed models fall into two main categories: statis-
tical and reweighting. Our baseline model, average rating,
falls into the first category. Reweighting models involve
filtering reviews out or downgrading their influence in the
composite score, considering some reviews to be more im-
portant or reliable than others.

We will use the following notation: the estimated quality
by a model, for an object o;, is ¢;. The set r;, represents
all ratings fo a given object 0;, and the set r,; represents all
ratings from a given author a;.

5.1 Statistical models

Average rating: This is the model we use as a baseline

measure. The estimated quality of an object is the average

rating it has received from all authors in the training data.
s 1

Formally, ¢; = 75 = 7 22 c,.. Tij

Median rating: This is set up identically to average rat-
ing, except for the statistic used. Here the estimated quality
of an object is the median rating the object has received from
all authors in the training data.



Lower bound on normal confidence interval: Some
products have more consistent ratings than others. For ex-
ample, we would like to give a higher score to a product that
has received 100 5-star reviews than to a product that has re-
ceived a single 5-star review, even though the average rating
model would give these the same score. We may also trust a
product with a solid string of 4s more than one with a noisier
signal. We approximate r; ~ N (g;,0?)- that is, a rating for
a product falls in a distribution around its true quality, with
some variance. We then use the lower bound for the qual-

gi

ity score. More precisely, ¢; = 7; — 24 /gﬁ, where the
Ti*
constant z, /p = 1.96, for a 95% confidence.

Lower bound on binomial confidence interval: Such a
normal approximation may not be accurate. However, we
could instead simplify the star ratings into positive/negative—
for instance, every rating of 4 stars or above is positive— and
then take the lower bound of the confidence interval of the
percentage of positive reviews. Also known as the Wilson
Score, it is calculated in the following manner: First, ob-
tain p, the proportion of “positive” ratings for a given object
0;. We also define n = |r;.|, the number of reviews for an
object. Next, the statistic is:

2, P x (1= p) + 22 /4n] /n
¢ =D+ —— — Zaj2
2n / (1+zi/2/n)

This measure was suggested in (Miller 2006) as a better
way to aggregate ratings for products with few ratings.

Average percentile of order statistic: One issue with ag-
gregating across several review sites is the different scales
used in ratings. For example, while one site uses 1-5 stars,
another may use a binary “positive/negative” label, two
scales that may not easily translate. How does one maintain
a faithful comparison of products, particularly when objects
are not reviewed by all sources?

We would like to make a statement such as, “most of the
time, object 0; was ranked above object 02”. We can devise
a method for this. We rank products according to each site,
and calculate a score for an object based on where it occurs
on each list. Specifically, we take the average percentile for
this object over all sites and use that as ¢;.

This score is calculated in a few steps:

1. Aggregate reviews by source, and for each object, calcu-
late the average rating r;; from all authors j that are re-
viewers from that source (for example, the average of all
ratings received for a product on Epinions).

. Sort all objects o, for each source, based on that average.

. From each sorted list, assign a percentile score for a
source-object pair.

4. For each object, take ¢; to be the average percentile it re-

ceives for all its sources.

W N

For example, suppose that an object o; was reviewed on
two different sites s; and so. We would then sort all products
on each site according to average rating. Suppose that after
doing this, o; was in the 80th percentile on site s1, and in the
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50th percentile on site so. The “score” for o; would then be
0.65.

We can use the same process with authors instead of
sources to counteract author bias, but this data is more sparse
in the product and merchant reviews where many authors
rated few objects. However, it may be useful for the Netflix
ratings where authors are comparatively prolific.

5.2 Re-weighting models

If we have some idea of which reviews are more reliable—
having more “star quality”— we can decide to give more im-
portance to these when training a model. An instance of
re-weighting is filtering, which decides that certain reviews
are likely to be misleading, and assigns these a weight 0.
In essence, we are pruning the training set. We next detail
models we used in this class.

Filter out anonymous reviews: Using regular expres-
sions on the reviewer name (“A Shopper”, “Anony*”, etc.),
remove from the training data any reviews from an appar-
ently anonymous reviewer. Then, calculate the average rat-
ing given to an object in the remaining data. Anonymous
reviews comprised between 5-10 percent of the training data
in products and merchants data. This model is irrelevant for
Netflix ratings, where all users were anonymized.

Filter out non-prolific authors: Sort the data by authors,
and remove from the training set any review from an author
with fewer than m total reviews (we used m = 10 in exper-
iments).

Weighting authors according to maximum likelihood A
more sophisticated re-weighting model involves deriving
some “bias” for different authors and re-weighting their rat-
ings accordingly. We propose a model based on an assump-
tion of the distribution of ratings around “true quality”. We
model 7;; = 7(a;,0;) as a stochastic function of the “true
quality” ¢; of an object o; and the “noise” of an author— some
authors are more precise than others, so we say each author
has a variance O'JQ». That is, we make the following assump-
tion:
rij ~ N(g;,073)

Based on this assumption, the maximum likelihood esti-

mate for the parameters ¢ and o is:

1 (rij — ai)°
Hm Qj\/ﬂexp( 20]2 )

To find each ¢; and o, we use the EM algorithm (Demp-
ster, Laird, and Rubin 1977) to maximize the value above,
iteratively updating each ¢ and o until convergence. The
update equations are as follows: ¢; is a weighted average of
ratings by all authors, where each author is weighted accord-
ing to the noise among their ratings.

Do %3 * T
>

The noise for an author is then simply the sample variance
around the quality scores.

argmag,q

G =

1
. 2
T o
ix O



. 1
0% = ———=> (4 —ry)’
[rasl — 1

Twj

One can add more parameters to the assumed distribu-
tion of ratings, assigning a bias to an author in addition to a
variance term, or assigning variance to a product’s quality.
However, we found that in practice the more complex mod-
els did not outperform the two-parameter one, at least on the
Netflix data set.

6. Evaluation

6.1 Methodology

Since there is no ground truth for the true quality of a prod-
uct, merchant, or movie, deciding how to evaluate the pro-
posed models is another interesting problem. We cannot ex-
actly answer the question “Can we rank objects correctly,
according to quality?”

Therefore, we propose an approximation— to answer a re-
lated question, which is “Given no knowledge of a user, how
often can we replicate their ranking of a pair of objects?” To
accomplish this, we can first rank objects based on our es-
timated quality scores ¢;. Then, we can sample from user
ratings and see how reliably our ranking matches the prefer-
ences of users. Thus, for the purposes of evaluating different
estimates of ¢; to rank objects, we propose evaluating using
a holdout method to obtain training and test sets of reviews.
The steps for this are as follows:

1. For each author a; with greater than n reviews (n = 100
in our experiments), pick k pairs of objects rated by the
author. Each of these pairs {r(ox,1,a;),7(0k,2,a;)} will
become one data point in the test set.

2. For each pair, label it with whichever object has received
a higher rating from the author.! The goal of any model
will be to reproduce this ranking for each pair.

3. Reviews not used in the test set are placed in training set.

Any given model will use the training set to come up with
an overall estimated quality, ¢; for each object o; and thereby
an ordered ranking of objects. Then, for each pair of objects
in the test set, the ranking between the pairs is compared to
how those two objects are ranked in the model’s list. 2. If the
model correctly reproduces the relative ranking for the pair,
it counts as a hit; otherwise it is a miss. Accuracy is then
determined based on the number of pairs it ranks correctly.
For example, a random model would arbitrarily choose one
of the two objects as the better one for each pair, and receive
an accuracy score of about 50%. (It is possible to have con-
flicting data points in the test set, if the same pair of objects
is selected from two authors with differing opinions, how-
ever that occurrence is unlikely given the sparse sample in
the test set.)

"We require that the difference between the pair to be greater
than some threshold to use it in the test set— it is more important a
model distinguish between a 4-star object and a 1-star object than
between a 5-star and a 4-star object.

2Since the goal is not personalization, the identification of the
author of the pair of reviews in the test set is not used.
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Method/Accuracy Products Merchants | Netflix

Random* 50% 50% 50%

Average rating 70.4% 69.3% 69.0%

Median rating 48.2% 50.2% 40.7%

Lower bound: normal 69.0% 70.2% 68.9%

Lower bound: binomial 65.1% 68.3% 69.1%

Order (by N/A

sources)

statistic 69.9% 66.3%

Order statistic (by au- 62.1% 58.5% 69.1%

thors)

Filtering anonymous

67.1%
68.6%

68.7%
38.6%

N/A
69.0%

Filtering non-prolific au-
thors (minimum of 10 re-
views)

Reweighting authors by 69.4%

reliability

Figure 5: Results from running various aggregate quality
metrics.

In practice, to build the test sets for each data set, we took
one pair of reviews from each author with more than 100
ratings®. Each test set was further pruned by the threshold
mentioned earlier: if the difference in ratings that the au-
thor gave the two products was less than 2 stars, the test data
point was not used. This resulted in a test set size of 1423
pairs in product reviews, and 205 pairs in merchant reviews,
and 13,141 pairs in Netflix— small test sets due to the selec-
tivity of test points.

6.2 Results

We test the various models on the different data sets. Re-
sults are summarized in Figure 5. Each model was trained
on data from all authors (save data points in the test set),
and results are computed on the test sets from a select few
authors. Accuracy is calculated as the number of correctly
ranked pairs. Ties and unclassified pairs were considered to
be misclassifications. Overall, we found that average rating
performed significantly better than random, around 70% in
all data sets. Surprisingly, in spite of the different domain,
the different measures performed similarly on Netflix data
as on the product and merchant reviews.

Some statistic-based models performed up to, but not ex-
ceeding average rating. The confidence-interval based mod-
els performed promisingly, although a common source for
error were objects with a single rating: a variance of 0 made
the lower bound of the confidence interval equal to that one
rating. (There may be ways to combat this issue, which are
worth exploring.) Order statistic-based measures tended to
perform as well as average, suggesting that there were few
pitfalls in this approach, but it is perhaps more complex than
would be useful. Median performed poorly (worse than ran-
dom) due to a vast number of ties; most ratings were one of
the whole numbers.

3We recognize that this is a potential source of bias; however,
we believe that sampling in this manner was likely to give better
quality test data. One interesting future direction is to automati-
cally choose which two rated objects, from which authors, are most
meaningful to compare against each other.



Performance of re-weighting models suggested that re-
moving data entirely is not always useful. Filtering out
anonymous reviews did not have a significant effect either
positively or negatively, but filtering out non-prolific authors
removed a large amount of data in the merchant reviews,
making the model unable to score many pairs in the test set
as an object was not rated at all in the filtered training data’.
We explored the more sophisticated measure of re-weighting
“more reliable” authors as described earlier on the Netflix
data. Also surprisingly, the results were nearly identical, at
69.1% accuracy.

7. Conclusion
7.1 Potential future directions

While average rating’s performance matched that of a large
variety of more sophisticated approaches, we have not dis-
proven the existence of a more accurate ranking system. We
next explore some potential future possibilities for searching
for such a system.

In this work we chose to focus on ratings themselves, to
gain insight into what the ratings mean independent of the
text of reviews. However, for the purposes of building a
reliable ranking system, there may be additional features one
would like to explore, to leverage rich data available through
online reviews.

Leveraging additional features of reviews In favor of
simplicity, most of our filtering methods were based on a
single heuristic such as anonymity or prolificity of authors.
However, careful selection of sources, authors, and reviews;
and accounting for bias, may be promising. It may be useful
to do more longitudinal analyses, with an eye to the motiva-
tion of users and the content of their reviews, as the existing
literature makes some interesting observations in that vein.
Some features in the data that may be telling include help-
fulness ratings, timestamps (including which reviews were
already live), and typical vs. outlier patterns in a user’s rat-
ings.

The source of reviews may be further investigated: we
may choose to re-weight the sources, as we re-weighted au-
thors for the Netflix data. As we saw in our data description,
some sources appear to have bias associated with them— a
few sources tended to give merchants lower average reviews
than others. Deciding how to weight reviews coming from
particular sources therefore may be of use. However, re-
weighting authors in the Netflix data set did not outperform
average, so it is not clear that there is a simple way to do
this.

Cleaning dataset for plagiarism or spam By using
heuristics found in the literature, it may be useful to remove
potentially spam reviews from both training and test sets.
Some heuristics include reviews which are outliers, single-
ton reviews (per product), and people who write multiple re-

3Using average rating as “backup” in these cases seemed to still
not produce an overall improvement over average rating alone (in
cases where there was improvement, it was not statistically signifi-
cant).
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views on a single brand. Also looking for repeated sentences
across several reviews is a way to filter suspect reviews.

Leveraging other data sources In some cases, there may
be a more authoritative source for reviews. For example,
Better Business Bureau ratings may give some insight into
which merchants are most reliable. Leveraging this data ei-
ther directly for ranking, or indirectly for evaluating ranking
measures, may be useful.

7.2 Concluding remarks

We have explored in depth three reviews data sets, includ-
ing a data set of aggregated product reviews, one of aggre-
gated merchant reviews, and one made up only of movie rat-
ings. Our objective has been to compare different metrics for
ranking objects by “true quality”, given an aggregated set of
ratings for that object. We have tested several statistic-based
models and various forms of data-cleaning on this task, and
while none thus far have been able to outperform the average
rating model (which performs well, but not as well as would
be desired), our analysis provides several new observations
and promising directions.
Our major contributions are as follows:

e This is the first work, to our knowledge, over aggregated
reviews from different sources. We observe that there are
often biases of different sources and authors— different au-
thors and review communities will often have very dif-
ferent behavior. We compare reviews coming from these
different review sites and investigate how this may help
deduce the true quality of an object rated.

e We propose several diverse models for ranking the true
quality of reviewed objects.

e We build a framework for evaluating the true quality of
reviewed objects and test different approaches.

e We compare performance of different models on multiple
datasets, and find surprisingly similar results in terms of
performance of different measures.

As we have shown, finding a consistently accurate rank-
ing of objects based on a diverse aggregate set of reviews
is not straightforward, but is rather a complex problem with
many potential pitfalls in review quality, user and commu-
nity bias, and in the open-ended nature of reviewing. Learn-
ing to properly navigate these challenges will help form a
more complete perspective of not only online reviews them-
selves, but also of the consumer experience and online user
behavior.
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